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ABSTRACT
Highly automated vehicles represent one of the most crucial de-
velopment efforts in the automotive industry. In addition to the
use of research vehicles, production vehicles for the general
public are realistic in the near future. However, to fully exploit
the benefits of these systems, it is fundamental that users have
an appropriate level of trust in automation. Recent studies
indicate that more research is needed in this area. Further-
more, beyond the management of user trust, the system should
also convey a perceptible added value to realize not only trust,
but also acceptance and thus use. The EMMI project pushes
both, the management of user trust while conveying added
value to the user. Therefore, an advanced socio-emotional user
model for estimating user trust and various user-centered HMI
systems with unique UX are being developed. Together, the
systems are employed to induce changes in the users’ trust in
automated vehicles.
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TRUST IN AUTOMATION
One of the key challenges of current research and development
projects is the automation of the primary driving task. The
technology for automated driving is known to be an essential
instrument to achieve the goals related to the improvement
of road safety [4]. But what about user acceptance? A low
level of technology acceptance is likely to cause an equiva-
lent level of usage and may thus negatively impact the level
of market penetration. Beyond technology development, the
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goal of current research projects therefore is to better under-
stand user acceptance and relevant influencing factors to derive
measures that have the potential to contribute to an increase
in acceptance. Current studies suggest that potential users
both, in Germany [25] and internationally [22] are critical
towards highly automated driving. A representative survey
conducted by TÜV e.V. [17] on the assessment and acceptance
of autonomous vehicles revealed that 60% of the respondents
foresee increasing safety through use of self-driving vehicles.
Nevertheless, 89% expressed reservations about the new tech-
nology. Almost 70% fear technical problems that are likely to
lead to malfunctions or even accidents. 32% of the respondents
trust technology to handle difficult situations less sovereign
than a human driver. There is evidence that the listed concerns
of the respondents regarding technology acceptance are related
to the influencing factor trust in automation (TiA) [15].

A definition of Lee and See [11] describes TiA as “[. . . ] the
attitude that an agent will help achieve an individual’s goals
in a situation characterized by uncertainty and vulnerability”.
We likewise understand TiA to be a subjective construct of
users that an automated system will act in a desirable manner
in situations characterized by uncertainty for and/or vulnera-
bility of the user. TiA not only influences overall acceptance
of automated vehicles, but also whether the technology is
(in)properly used or even disused [10]. An appropriate level
of trust therefore seems to be crucial both, in terms of system
acceptance and safe system use [10]. Due to the relevance of
TiA in the context of automated driving, the EMMI project
focuses on this construct in particular. First, possibilities for
objective detection of users’ TiA are aimed at, to recognize
the users’ socio-emotional behavior during automated driv-
ing. An estimation of the users’ TiA is discussed to be the
central prerequisite for enabling an empathic reaction of the
vehicle, which is triggered by fluctuations in the user trust
level. The empathic reaction could positively increase the
credibility and thus the users’ trust in the system in the long
term [19]. Overall, multimodal emotion recognition and the
associated empathic system response are promising to bear a
high unexplored potential to have a lasting impact on trust in
automated systems [7] (see Fig. 1).

Summarizing, the project is pursuing three distinct subsystems
that pursue specific goals and approaches to regulate users’



(a) Gaze tracking as part of a driver monitoring system

(b) Emotion expression recognition as key elements for trust
recognition

Figure 1. Development of objective detection of user TiA

TiA to an appropriate level. The different subsystems com-
prise an interactive empathic agent, a situational visualization
of vehicle status and environment information as well as an in-
direct vehicle guidance for automated vehicles. The approach
and relevance of these goals are described in more detail in
the following chapter.

PROJECT GOALS
The three subsystems of the EMMI project follow individual
research approaches, all of which can be expected to have an
effect on the users’ TiA. By integrating them into a compre-
hensive system, the potentials of the subsystems are combined,
and hypothetical synergy effects can arise. The individual
research approach and the connected project goals are briefly
presented below.

Goal 1: Increase trust through an empathic interactive
agent that is aware of users’ socio-emotional behavior
Since their recent success in smart home technologies, voice-
based assistants are now also state of the art in automotive
technology. According to forecasts, by 2028 they will be
installed in around 90% of newly registered vehicles world-

wide 1. The goal of this technology is to realize a natural
speech input and output in order to imitate human communi-
cation. Adding humanoid aspects and providing the interface
with an embodiment can enhance this natural interaction [16].
Empathic interactive agents enable human users to interact
through communication channels that are natural to them [2].
Several studies indicate that interactive agents can elicit sim-
ilar emotions like humans (e.g. [20]) and increase trust in
automated intelligent systems [24]. Also, the use of embod-
ied virtual agents to increase trust in automated driving has
been considered [6]. Therefore, one goal of the project is to
examine the integration of an empathic interactive agent in the
context of highly automated driving for user trust management
(see Fig. 2).

Figure 2. Vision: An empathic interactive agent that supports the user
to trust the vehicle automation

Goal 2: Convey understanding for the vehicle behavior
with situational visualization of vehicle state and environ-
mental information
The number of automated research and concept vehicles has
been steadily increasing in recent years [14]. The increased
involvement of novice users raises the question what informa-
tion the automation has to display and respond to from the
users’ perspective. The majority of systems currently in use
answer this question similarly. To increase the understanding
about the automation function, environmental factors, travel
trajectories, and detected obstacles in the real environment are
specifically presented (see Fig. 4) 23. The underlying research
approach is to build trust and acceptance through understand-
ing [3, 13]. However, some questions do not seem to have been
finally answered yet: What is the main information that can be
used to influence the users’ level of trust? Is the information
able to generate an equal benefit for a broad user population?
To what extent should individual user specifics be taken into
account with regard to the information to be displayed? If
these, and the research questions beyond, remain insufficiently
1https://www.automotiveworld.com/special-reports/
special-report-the-rise-of-the-in-car-digital-assistant/ -
last access April 12th, 2022
2https://design.google/library/trusting-driverless-cars/ -
last access April 12th, 2022
3https://www.tesla.com/support/full-self-driving-computer
- last access April 12th, 2022
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Figure 3. The EMMI Roadmap: Starting with different concepts of three subsystems, these are condensed with use of the multi-stage evaluation process
and synthesized into a comprehensive system

answered with regard to the visualization concepts of highly
automated vehicles, in the worst case too much or wrong in-
formation might lead to a lack of understanding and thus to
uncertainty that might lead to a loss of trust [23, 9]. Thus, a
systematic investigation of the type, the density and the timing
of information, as well as the user group to be considered and
its interindividual needs is required to enable a targeted use of
display concepts to manage user trust.

(a) Example: AR visualization of advanced navigation

(b) Example: Concept drawing of trust calibrating visualizations
Figure 4. Vision: Convey understanding of the vehicle automation by
presenting adaptive information

Goal 3: Provide the feeling of control by enabling an indi-
rect vehicle guidance for highly automated vehicles
Various studies have shown that users of automated systems
generally trust these systems more if they are given the op-
portunity to overrule the automation [8, 12]. This increased
level of trust is detached from the users’ perceived need to
override automation. Even in cases where users do not over-
ride the automation at any time, a higher basic trust can be
found due to the provided possibility of overriding [18]. Fur-
ther research has shown that users of automated systems are
generally influenced in their manual driving skills [1, 21]. Due
to the lack of situation awareness or calibration of the user
as a controller in the driver-vehicle control loop, overriding
the automation by the user mostly poses a cognitive challenge
and thus a potential threat to road safety [5]. Nevertheless,
to realize an appropriate level of trust in automation and to
give the user the possibility to influence the automation, an
indirect vehicle guidance is needed. The goal is to realize trust
by taking into account individual user wishes with regard to
automated vehicle control and to return the feeling of control
over the vehicle. In addition, an innovative and well-designed
interaction can also contribute strongly to the joy of use.

THE EMMI ROADMAP
The presented subsystems will subsequently be combined into
a comprehensive system and finally evaluated for their effec-
tiveness and UX with respect to trust calibration in the context
of highly automated driving. The final investigation will take
place in a highly dynamic driving simulator to obtain robust
conclusions by providing the greatest possible immersion. The
tool makes it possible to examine scenarios that are subjec-
tively perceived as critical without the risk of user intervention
that could endanger security.

The project plan envisions that relevant insights into the ef-
fectiveness of the individual subsystems will be gained based
on the iterative and user-centered development approach even
before the final investigation. The evaluation process of the



project follows a three stages approach (Fig. 3): Initial in-
sights will be gained within a virtual development environment.
Thus, the developed concepts will be evaluated in VR close
to the later potential user (see Fig. 5). The insights gained
will be iteratively incorporated into the development process.
The second stage is the prototype evaluation with functional
samples, which will be tested on a new developed HMI test
bench. Final findings and approaches for industrialization will
be obtained in the concluding user study.

Figure 5. VR environment for early evaluation by the later potential
user
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