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ABSTRACT
The acceptance of driving automation is influenced by user trust. In-
tegrating virtual agents into the interface between automation and
user has been found to increase trust, also in driving automation.
In this context however, it remains unclear what virtual agents’
characteristics influence trust. This paper presents a pilot study
about how inexperienced users picture a virtual agent’s competen-
cies, communication style, and embodiment to increase trust in
driving automation level 4. In semi-structured interviews with 10
participants, we analyzed both the general situation of automated
driving and two specific situations. Results show that situational
understanding, situational judgment, and emotional relation are
the most relevant competencies regarding building trust. Nearly all
users preferred a human-like embodiment. This pilot study’s results
lay the foundations for a larger scale quantitative study aiming to
examine various factors that influence user trust.
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1 INTRODUCTION
There is a high chance that self driving vehicles (SDVs), as robotic
agents [18], will become one of the major fields of interaction be-
tween humans and advanced technology [15]. In general, driving
automation is expected to have several benefits [20]. However, these
benefits will only be achieved if drivers accept the novel technology.
As trust seems to be a critical influence factor for acceptance in
this context [3, 11, 17], it might be beneficial if the agent is realized
so that it enhances the user’s trust in driving automation. While a
range of different approaches to implement trust-inducing agents
in the context of SDVs has already been proposed [10, 16, 21], em-
pirical research on the factors that determine trust in such agents is
scarce at this point in time. It remains unclear what role the agent
needs to fulfil in order to increase trust in the user and how its em-
bodiment influences the users’ perception. In a primary interview
study, we assessed the users’ fundamental expectations regarding
the role of such agents in SDVs to induce trust including its compe-
tencies, communication style and and lastly its form of embodiment.
The results of this qualitative study will further provide the basis to
conduct a series of quantitative studies and collect empirical data
on the determinants of trust in a virtual agent in SDVs.

2 THEORETICAL BACKGROUND
2.1 Driving Automation and Trust
Driving automation systems perform part or all of the dynamic
driving task on a sustained basis on a range between no driving
automation (level 0) to full driving automation (level 5). Level 4,
the high driving automation, describes cars that do not require
human intervention in most circumstances and can operate in self-
driving mode in geographically prescribed areas [13]. Level 4 cars
can be seen as a form of intelligent interactive robots [18] and have
high potential as so-called robotaxis [2, 19]. According to Hoff and
Bashir, trust in automation can be distinguished in dispositional,
situational, and learned trust, whereby specific factors influence
each. Dispositional trust represents the user’s overall tendency to
trust automation, independent of context or system (e.g., age). Situ-
ational trust is influenced by the external environment (e.g., system
complexity) and the internal, context-dependent characteristics
of the user (e.g., attentional capacity). Learned trust is dependent
on the evaluation of a system drawn from past experience or the
current interaction. Dynamically adjusting, the learned trust level
is based on the experiences about the system’s functionality and
performance. Lee and See further define trust as “the attitude that
an agent will help achieve an individual’s goals in a situation char-
acterized by uncertainty and vulnerability” (p. 51) [17]. Trust in
an automated system therefore might depend on the expectation
that the agent possesses the competencies necessary to meet the
challenges of the situation. Since there is no existing literature on
what constitutes these expectations, a first research question can
be formulated:
1) Which competencies should an agent have to increase trust?

According to [17], the level of trust is dynamically calibrated based
on the correspondence of the users’ expectation and their percep-
tion of the agents’ capabilities. Without support, it seems challeng-
ing for drivers to understand the capabilities and limitations of
driving automation [5]. Especially with increasing driving experi-
ence, users may find it discomforting to give up control to driving
automation systems they do not fully understand [1]. Transparency
has proven to play a critical role in accommodating complexity
[14]. To reduce system complexity and increase understanding and
trust, a transparent and user-friendly communication of the agents’
capabilities might help overcoming uncertainty. While recommen-
dations towards the design of automated systems’ communication
style have been formulated [11], the users’ explicit expectations
towards a agents’ communication style remain unclear. Therefore
we formulate the second research question:
2) Which communication style should an agent display to increase
trust?
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2.2 Embodiment and Trust
Lastly, the embodiment of the agent plays a critical role in inducing
trust in the user. Who the agent comes across is consequential for
the acceptance and the building of trust in SDVs. The use of embod-
ied virtual agents to increase trust in driving automation has been
considered [10]. The authors compared different visualizations of
a driving automation’s interpretation of the current situation and
its corresponding actions aiming to increase trust. Compared to
a baseline showing car indicators, a human-like chauffeur avatar
did not significantly increase trust. It seems that unspecific human-
like appearance might not be enough to increase trust in driving
automation per se. Research from other automation contexts, how-
ever, has shown that the integration of human-like virtual agents
that explain complex facts can lead to an increase of trust in the
autonomous intelligent system [22]. An anthropomorphic percep-
tion increases users’ understanding by allowing them to attribute
pre-existing knowledge and structures. This positively influences
comprehension and helps to establish an emotional relation [6]. In
driving automation, adding human-like voice output as an anthro-
pomorphic feature was found to increase trust [21]. It seems to be
unclear what form of embodiment the users expect and how it influ-
ences their perception of the agent and the SDV itself. Based on the
findings that anthropomorphic agents increase trust [4, 6, 21, 22],
we formulate the following hypothesis: An agent aiming to increase
trust in driving automation, is expected to have an anthropomorphic
appearance.

2.3 Interview Outline
As a first step to answer these research questions and find first
evidence that supports the hypothesis, we conducted qualitative
interviews with drivers usually driving cars within the automation
levels between 0 or 1. Trust is influenced by general determinants,
but also highly situation- and context-dependent and therefore
dynamic [11, 12], Moreover, trust is a dynamic variable calibrated
along provided information prior to and during the initial drive
with an automated vehicle [11, 14] or in high stakes situations[9].
We explore the two research questions and the hypothesis for both
the general situation of automated driving and in two trust crit-
ical driving scenarios. The first situation describes the very first
experience with the automated vehicle and the first interaction
with the virtual agent. The second situation describes a high-stakes
situation, namely, entering a motorway.

3 METHODS
3.1 Participants and Interviewers
We recruited 10 participants via social network applications, who
were carefully selected to be representative concerning certain
key variables such as gender, age, and driving habits. The sample
was equally distributed in gender (5 female) and age (M = 51.4, ,
SD = 22.2). Every age group (18-30, 31-45, 46-60, 61-75, above 75)
was covered with a female and a male participant each. Participants
drove on average 213.7 km per week (SD = 214.8 km, Min = 2 km,
Max = 600 km). All participants were German native speakers and
acquired their driver’s licence and driving experience in Germany.
Participation was voluntary.

The four interviewers (2 female) were aged between 22 and 31.

3.2 Procedure
The interviews were either conducted virtually or in-person (es-
pecially with the elderly participants). For the video conference
interviews, the camera of both the interviewee and the interviewer
was enabled. After welcoming the participant, the interviewer ex-
plained the interview’s goal and outline. To ensure the same level of
knowledge regarding driving automation level 4 and virtual agents,
a standardized description of both was read aloud. Afterward, par-
ticipants were asked to imagine themselves in an automated car,
supported by Video 1. Then, participants were asked to answer gen-
eral questions on their expectations towards the agents’ appearance,
competencies, and communication style that would increase their
trust. This was followed by describing two specific, trust critical
situations: First contact with an automated vehicle and entering a
motorway. For each of these situations, a video was shown (Video
2 + 3), and participants were subsequently asked about their ex-
pectations towards the agents’ situation-specific competencies and
communication style. The interview was concluded by three gen-
eral questions and the inquiry of the demographic data. In the end,
participants were thanked for their participation and released. The
interviews were audio-recorded and took on average 38.5 minutes.

3.3 Material
The interviews were conducted in a semi-structured setting, where
the interview structure, the set of questions, and their order re-
mained the same for all participants.
Competencies were assessed using five general (e.g., "What do you
expect from a virtual agent who creates trust in an automated
car?") and four questions for each trust-critical situation (e.g., "What
would you expect from the agent to say or do in this situation for
you to be able to trust the driving automation?") on the content the
agent should provide to increase trust.
Communication style was examined using 4 questions on how the
agent should interact with the interviewee (e.g., "How would you
like the agent to act in this situation for you to be able to trust it?").
Embodiment included a general picture of the agent, anthropo-
morphism level, preferred gender, visualization, and presence. In
addition to that, the participants were asked specifically if they
perceived the agent as a representation of the SDV or a separate
entity.
The demographic data included among others age, gender, and
weekly driven kilometers.
We showed three first person persepctive videos to help the partici-
pants picture themselves being inside an automated vehicle. Video
1 (90 s) showed a drive with a Tesla driving through different sit-
uations without the driver’s interference. Video 2 (30 s) showed
somebody entering a Tesla and putting on the seat belt. Video 3
(70 s) showed a dashcam video of a car entering a German motor-
way. All videos were played without sound but explained by the
interviewer.

4 RESULTS
To extract meaningful insights concerning competencies, commu-
nication style, and appearance, we analyzed the data in a three-step
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Table 1: Concepts, subconcepts and respective interviewee quote.
Concept of Competence Subconcepts Example
Situational understanding (1) Context knowledge

(2) System status
(3) Situational awareness

Weather/Route/Traffic
Tire pressure
Location of other cars

Situational judgement (1) Indication of critical situations
(2) Explanation of driving behavior

"Warning: Pedestrian ahead"
"Adjusting speed to traffic"

Emotional relation (1) Perspective taking
(2) Empathy
(3) Adaptivity
(4) Small talk

Understanding a situation is challenging
Support when emotionally challenged
Adapt to users’ preferences
Greeting/jokes/Asking for feedback

process using the Grounded Theory method [7, 8]. As a first step
to analyze interviewees’ answers, the recorded audios were tran-
scribed and coded by an independent annotator. In a second step,
we categorized the coded answers by content and relevance to the
research questions. Thirdly, we classified them to extract concepts
and subconcepts of explanatory value regarding the three research
questions.

Regarding Research question 1, the analysis revealed that par-
ticipants expected three critical competencies of the agent (see
Tab. 1).

Research question 2 focused on the communication style and
assessed how the virtual agent should communicate the competen-
cies to increase trust. In total, six attributes could be identified. The
mentioned communication styles were "explanatory" (10x), "infor-
mative/factual" (9x), closely followed by "reassuring" (8x), "calm"
(6x), "friendly" (6x) and "humorous" (3x).

All participants expected the virtual agent to communicate proac-
tively in safety-critical situations. Outside of these situations, two
participants explicitly stated that the agent should only talk if di-
rectly addressed. The other eight participants expected the virtual
agent to be proactive also in non-safety critical situations.

Our hypothesis stated that the users would expect an anthro-
pomorphic appearance of the trust increasing agent. The inter-
view answers confirmed this hypothesis. 9 participants requested a
human-like visual appearance. The remaining person wanted an
agent with a natural language interface and an abstract visualiza-
tion. 6 participants favored a male agent, 3 a female, and 1 was
without preference. Of those participants asking for a human-like
appearance, 2 wanted to see a head, 2 wanted a representation of a
bust, and 5 wanted to see an upper body including hands. 6 partic-
ipants wanted the agent to be present all the time, while the rest
only when necessary or requested. 8 participants stated that they
perceived the agent as a entity separate from the SDV, while the
remaining 2 saw no separation. One person specifically expressed
the wish to use the assistant of his smart-home system in his SDV.

5 DISCUSSION, CONCLUSION AND FUTURE
WORK

This study aimed to examine users’ expectations towards a trust
increasing virtual agent in driving automation. We focused in 10
interviews on competencies, communication style, and embodiment.
Results indicate that the primary expectation towards the virtual

agent is to assure the user of the drives’ safety. This includes the
explanation of situational understanding and judgment. The results
regarding the communication style are in line with this, giving the
virtual agent a role as explanatory middleman between the driving
automation and the user. Furthermore, most of the content that
was expected to be proactively communicated referred to safety-
critical situations, while most users also emphasized an informative
communication style. The agent seems to have a very interactive
function between the user and the driving automation. This gives a
first hint that users might need an embodiment to understand the
driving automation decisions and acquire a feeling of safety and
trust. One other important competence of the virtual agent is its
ability to build an emotional relation. It seems that users want to be
understood, supported, and taken care of to mitigate uncertainty.

The result regarding the embodiment of a trust inducing agent
supports other findings that anthropomorphism increases trust in
automation [4, 6, 21, 22]. Additionally, our findings suggest that the
agent does not seem to represent the car per se, but rather to fulfil
the role of an assistant. This poses the question if the migration or
integration of already existing smart assistants might be an option
and what its effects on trust would be. Overall, the results of this
qualitative study seem to show that it might be difficult for users
to trust faceless driving automation that comes without an embodi-
ment. An interactive virtual agent with a human-like appearance
and transparent as well as empathetic demonstration of its com-
petencies could support the users in building trust into driving
automation. It has to be pointed out that the results of this study
should be seen as preliminary and a first step into understanding
how to increase trust with a virtual agent in driving automation.
Moreover, these results only apply to drivers in the German traffic
area and might not be generalized to other countries. However, the
results lay the foundation for our planned quantitative study with
several agent prototypes to further explore the factors influencing
user’s trust. Moreover, we want to include the analysis of factors
that influence dispositional trust as individual’s overall tendency to
trust automation, independent of context or a specific system [11].
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